Critical appraisal using evidence-based practice (EBP) methods permits clinicians to make independent professional judgments about the validity, strength, and relevance of evidence. Independent judgments are necessary because the interpretations and conclusions of authors in published studies should not be accepted without close scrutiny by the reader. The EBP approach facilitates extraction of critical information from studies on treatment, including patient demographics and reported treatment effects. Because clinicians are attempting to apply results from current best evidence to clinical practice, a key question to be answered is, “Are the patients in this study similar to the patient I am managing?” Therefore, patient demographic data, such as age, diagnostic classification, level of impairment/dysfunction at baseline, and level of acuity, are just some of the characteristics that are typically reported in the methods or results section of the study. The clinician may even wish to determine if previously published prognostic studies have specific patient demographic data that may predict which patients are more likely to achieve a successful outcome regardless of what treatment is applied. If the clinician determines that patients from the study sufficiently resemble the patient of interest, then the clinician can proceed to a critical appraisal of the study design and results. The EBP approach identifies a finite set of key validity issues to consider and facilitates decisions about clinical meaningfulness of reported treatment effects. Critical appraisal enables a clinician to answer 3 questions after the foreground question is posed and the best evidence is found: (1) Are the results valid?, (2) What are the results?, and (3) How can I apply the results to patient care? The first of these 3 questions was addressed in part 1 of this series. The remaining 2 questions will be addressed in this commentary.

STEP 3B. CRITICALLY APPRAISING THE LITERATURE: WHAT ARE THE RESULTS?

Readers should understand statistical analyses and the presentation of quantitative results when critically appraising an article. While an extensive review of data analysis techniques is beyond the scope of this commentary, we will...
describe a number of statistical concepts and procedures commonly used in physical therapy literature. Bandý conducted a 2-year review of the literature published in the journal Physical Therapy and identified 10 statistical procedures that were used in 80% of the articles reviewed. These were descriptive statistics, 1-way analysis of variance (ANOVA), t tests, factorial ANOVA, intraclass correlation, post hoc analyses, Pearson correlation, regression, chi-square, and nonparametric tests analogous to t tests. In this commentary we will review some basic statistical concepts that we feel are important for readers performing critical appraisals. We will also discuss statistical methods used to identify between-group differences in clinical trials that use both continuous scale outcomes and dichotomous scale outcomes, with illustrations from orthopaedic and sports physical therapy literature.

**Reporting of Results in Treatment Studies**

Results published in studies of physical therapy interventions typically include a summary of the findings from a wide variety of tests and measures that quantify the outcome variables selected by the authors to determine the effects of the intervention being studied. In some instances, such as with case reports or case series, raw data from each subject in the study may be presented. However, this approach is not realistic or warranted in studies with larger samples. More commonly, data are analyzed and reported as aggregated group results. Numerical indices are then used to describe attributes of the aggregated data. The mean or average is a measure that describes central tendency in a distribution of scores, and is most useful for variables that are on an interval or ratio scale. If data exhibit outliers such that the value of the mean would be distorted, the median is often reported as the measure of central tendency. The median might also be preferred over the mean when sample sizes are so small that they may not represent the target population. For example, in a case series including 7 patients with hip osteoarthritis, MacDonal et al reported medians rather than means for all baseline attribute variables and for all outcome variables. If data are from nominal or ordinal scales, the mode or median scores, respectively, are reported to describe central tendency.

A comparison of means is frequently used to make judgments about differences between different groups or across various time points in a study. However, means are incomplete descriptors of data because they give information only about central tendency. A more complete description of the data includes an indication of the variability in the distribution of scores (dispersion of the individual data points). The more variable the data, the more dispersed the scores will be. Among several available measures of variability, the SD is the statistic most frequently reported, together with the mean so that data are characterized according to both central tendency and variability. Results are commonly reported as the mean ± SD. For example, Hall et al compared headache index results at 4 weeks for their treatment group (31 ± 9) and their placebo group (51 ± 15), revealing a between-group mean difference of 20 points, with somewhat greater variability in the placebo group. If the median is used as the measure of central tendency, the range or interquartile range should be used to describe variability of the data, as the median may not always be the central value within the given range, especially when the data are nonparametric.

**Statistical Analyses Using Hypothesis Testing and P Values**

Although descriptive statistics such as the mean and SD of a sample may be useful in comparing 2 different treatment groups or different time points for 1 group, such as pretreatment to posttreatment scores, clinicians also want to know whether observed sample differences represent true differences in the target population of patients. Therefore it is necessary to apply inferential statistical tests, such as the t test, ANOVA, or analysis of covariance (ANCOVA), to determine if between-group differences are statistically significant. These tests are examples of parametric tests, which are more robust tests in identifying significant differences in group means. However, there are assumptions that need to be met to apply parametric tests, which typically include normal distribution of data, equal variances across group data, and independence of data. Alternately, when assumptions underlying parametric statistical tests are not met, nonparametric analogs of these tests should be used, although nonparametric tests are generally less powerful. For example, Hale et al decided in their study on postural control in patients with chronic ankle instability to use Kruskal-Wallis tests and Mann-Whitney U tests instead of ANOVAs and t tests, because their outcomes data were not normally distributed.

The traditional approach for making the decision about statistical significance is hypothesis testing. Taking a comparison of means as one example, hypothesis testing attempts to determine with statistical methods whether differences between or among means are due to chance or are reflective of a true population difference in the target population. A central concept in hypothesis testing is the null hypothesis, one form of which states that there is no mean difference in the target population, thereby implying that any observed differences in sample means are due to chance. Therefore, if we reject the null hypothesis based on results of a statistical test, then we consider it unlikely that an observed difference is due to chance, and the difference is said to be statistically significant. However, statistical tests provide estimates of probability along a continuum, which is why researchers either express a specific threshold value or accept the default value (.05 or 5%) for statistical significance. This threshold probability is the alpha level, or α, which indicates the maximum level of risk tolerance for falsely rejecting the null hypothesis (a type 1 error). The alpha level, sometimes expressed as the “level of significance,” is established by
the researcher prior to data collection. When the alpha level is .05, P values less than .05 permit rejection of the null hypothesis, leading us to infer that true mean differences exist in the target population. When P values are greater than .05, we conclude that the risk for committing a type I error exceeds our predetermined threshold (the alpha level). Therefore, when P is greater than .05, we do not consider observed differences to be statistically significant and conclude that such differences between groups may be due to chance. However, the set point for alpha is somewhat arbitrary and the P values can be influenced by sample size. Therefore, while researchers may set a specific alpha to accept or reject the null hypothesis, the savvy reader should still examine the results, confidence intervals (CIs), and sample size to determine whether or not a P value greater than .05 may be potentially meaningful.

For example, in a recent clinical trial comparing 2 types of exercises for increasing strength in women with chronic neck pain, both groups increased strength from pretreatment to posttreatment (P < .01). In other words, within-group improvements were significant. However, comparisons of improvements between the 2 groups (“between-group differences”) were not significantly different (P = .97). Based on the 2 P values for within-group and between-group differences, we can reject the null hypothesis for within-group improvements in the target population and conclude that each treatment group achieved statistically significant gains in strength from pretreatment to posttreatment assessment points. In contrast, we must conclude that the observed between-group difference in improvement was due to chance, attributable only to sampling error, and does not reflect a true difference in effectiveness of the exercise programs in the target population.

Confidence Intervals
Confidence interval analysis is an essential skill for the evidence-based practitioner and will comprise an important part of almost every critical appraisal of evidence. Montori and others have argued that because P values are not helpful in providing clinicians with information about the magnitude of the treatment effect, other statistics should be used. In contrast to P values, CIs provide information on the magnitude of the treatment effect in a form that pertains directly to the process of deciding whether to administer a therapy to patients. Whereas a sample statistic is only a point estimate of the true population value, the CI is a range of values within which the population value is likely to be found at a given level of confidence. Sim and Reid have reported that because CIs focus attention on the magnitude and the probability of a treatment effect, they thereby assist in determining the clinical usefulness and importance (as well as the statistical significance) of the findings. Most often the 95% CI is used. This is commonly interpreted to represent the range of values within which we can be 95% certain that the true population value actually lies.

For example, Gerber et al reported the mean visual analog scale (VAS) score for knee pain after 15 weeks of postoperative exercise training for the experimental treatment group: 0.77 cm (95% CI: 0.19 to 1.35 cm). At a 95% level of confidence we conclude that the true posttreatment population mean pain value for patients receiving this type of exercise training is no less than the lower limit of the CI (0.19 cm) and no greater than the upper limit of the CI (1.35 cm). Readers should note that not all values within the CI are considered equally likely to be the true population value. The point estimate from the sample (0.77 cm) is considered the single best estimate of the population parameter, with values becoming increasingly less likely when approaching either limit of the CI. The convention of using a 95% CI is arbitrary, similar to setting the alpha level to .05.

The level of precision or imprecision expressed by CI width is affected by the sample size and the variance in the distribution of scores. Small sample sizes and greater variance result in wider CIs. Wide CIs reflect imprecision in the data and uncertainty associated with the magnitude of the treatment effect. In contrast, the narrower the width of the CI around the point estimate of the treatment effect, the more confident one can be that the true effect and its point estimate are similar, allowing the clinician to make more confident decisions from the data.

Although journals are increasingly requiring authors to report CIs, readers will often find published evidence with no CIs around the point estimates of treatment effects. Even when authors do report CIs they commonly fail to interpret them. Readers performing critical appraisals of evidence can often compute CIs themselves given published details. A helpful and easy-to-use spreadsheet for computation of CIs (PEDro Confidence Interval Calculator) is freely downloadable from the PEDro website. As an illustration, we can extract means, sample sizes, and SDs from a recent randomized controlled trial (RCT) wherein authors found significantly better improvements (P = .009) in an experimental treatment group compared to a control group. Pretreatment to posttreatment improvements in shoulder internal rotation were 20° ± 12.9° in the experimental group (n = 15) compared to 5.9° ± 9.4° in the control group (n = 24). Although the authors did not report a 95% CI around the between-group difference, we can easily compute it using the PEDro Confidence Interval Calculator: FIGURE 1 shows results for this computation. From these results we see that the point estimate for the difference between mean group improvements was 14.1° in favor of the treatment group. The 95% CI does not include a zero difference, which is compatible with the statistically significant result (P = .009). Furthermore, we estimate the true population difference for mean improvement to be no less than 6.9° and no more than 21.3° favoring the treatment.

Results for Continuous Scale Outcomes: Differences Between Means
If randomization in a RCT was effective in creating reasonably equivalent groups at baseline, the pretreatment group means would be almost identical. If the experimental group means were not significantly different (P = .97), we could conclude that the observed difference was due to chance. However, if the experimental group means were statistically different (P < .01), we could conclude that the observed difference was due to something other than chance.
for outcomes on continuous scales will be close to equal. Therefore, when group means are not meaningfully different at baseline, the magnitude of the between-group treatment effect, when statistically significant, can be most easily conceptualized as the posttreatment difference between group means for these outcome scales. However, clinicians should critically assess the within-group variability because variance that is much different between groups could be somewhat misleading. In cases where groups are not equivalent at baseline for important prognostic factors, ANCOVA methods can statistically adjust the posttreatment means to account for baseline differences. For example, Rydeard et al, found in a recent RCT that mean scores for the functional disability outcome were significantly different between groups at baseline in spite of randomization. Therefore, they used baseline functional disability outcome scores as a covariate in the statistical analyses, then found that the between-group difference in posttreatment means for functional disability, as adjusted by the ANCOVA method, was statistically significant between groups.

If the treatment under consideration (the experimental treatment) is more effective than the comparison (no treatment, placebo, or a competing treatment), the posttreatment experimental group mean will show greater improvement than the comparison group mean(s). For a scale on which a higher score is a better outcome (eg, muscle strength), the experimental group posttreatment mean will be greater than the comparison group mean if the treatment is effective. For a scale on which a lower score is a better outcome (eg, VAS for pain), the experimental group posttreatment mean will be less than the comparison group mean if the treatment is effective. The magnitude of this posttreatment between-group difference is a measure of the treatment effect and is sometimes called the raw effect size. Computation of the raw between-group effect size is the simple subtraction of one group mean from another and is expressed in the relevant units of the outcome scale. Therefore, this point estimate of the raw effect size is conceptually intuitive and is crucial for deciding whether the magnitude of a statistically significant treatment effect is clinically meaningful. For example, Butcher et al reported vertical jump takeoff velocity in a control group (2.29 ± 0.35 m/s) and in a trunk stability training group (2.38 ± 0.39 m/s) after 3 weeks of exercise, and found this difference to be statistically significant (P<.05). The raw between-group effect size is, therefore, 0.09 m/s (2.38 – 2.29 m/s). Knowing this value, the clinician can proceed to determine the clinical relevance of the treatment effect.

In contrast to using raw posttreatment scores to calculate the between-group effect size, authors will sometimes use change scores to represent average improvements over time by computing the difference between baseline, or pretreatment, means and posttreatment means. Between-group differences in average change scores are then computed to represent the magnitude of the between-group treatment effect. This approach was used by Johnson et al when they reported that the improvement from baseline to posttreatment in shoulder external rotation in the experimental treatment group (31.3° ± 7.4°) was significantly better (P<.001) than that in the comparison treatment group (3.0° ± 10.8°).

Raw effect sizes are commonly transformed into unitless effect size indices, such as d for the t test and f for ANOVA, which are examples of standardized effect size indices. The most common approach in rehabilitation research is to divide the raw effect size by the combined (pooled) SDs. This method has the benefit of accounting for both the magnitude of the treatment effect and the variability of the group means. For example, using values from the between-group comparison in the Butcher et al study reported above, the raw effect size was .09 m/s, whereas the effect size index (d) was 0.24 (0.09 m/s divided by the pooled SD of 0.37 m/s). Effect size indices provide a general indication for relative magnitudes of treatment effects. For example, Cohen characterized effect size indices for a comparison of 2 means as follows: 0.2, small; 0.5, medium; 0.8, large. Although unitless effect size indices are helpful for comparing the magnitude of effect sizes among studies using different outcomes measures, these transformed indices of treatment effect are not as intuitive as
helpful as raw effect sizes for making the crucial comparisons that allow clinicians to judge whether treatment effects exceed thresholds for clinical meaningfulness, as discussed below. However, if variance is much different between or among groups, raw effect sizes may be misleading. In addition, effect size indices can be useful for comparing treatment effects across more than one experiment. For these reasons, readers may wish to consider both raw effect sizes and the standardized effect size indices when critically appraising evidence for therapy.

The Minimal Detectable Change and Minimal Clinically Important Difference Properties

Decisions about clinical meaningfulness of results involve judgments about thresholds distinguishing trivial effects from clinically important effects. Although any such judgment can be subject to debate and will depend on multiple contextual considerations and local circumstances, these judgments are essential in any critical appraisal of evidence. Because clinicians are frequently interested in identifying the amount of change over time, measurement properties such as minimal detectable change (MDC) are important to consider. Similar to other measures of reliability, such as standard error of measurement (SEM), the MDC is the smallest real difference, which represents the smallest change in score that likely reflects true change rather than measurement change alone. For example, Stratford and colleagues have reported that the Roland-Morris Questionnaire, a commonly used outcome measure for patients with low back pain, has an MDC of 4 points. Therefore, to be confident that 2 scores taken across time represent a true change the scores would need to be more than 4 points from each other. However, MDC only provides an indication of the minimum change that is detectable by the instrument, and not necessarily the amount of change that could be considered clinically meaningful to the patient. Jaeschke et al defined the minimal clinically important difference (MCID) as “the smallest difference in score in the domain of interest which patients perceive as beneficial.” There is a growing body of literature outlining methods for determining MCID values, reporting MCIDs for specific scales, and using MCIDs to make judgments about clinical meaningfulness of treatment effects in clinical trials. Although published MCID values must be considered in the context of the varying methods and intended purposes for their derivations or estimations, clinicians unfamiliar with specific scales will often find it helpful to be aware of published MCID values when critically appraising evidence. No single published value for a MCID can be applied uncritically in all circumstances or for all purposes. Rather, a published MCID can provide an initial reference point when applying personal clinical expertise to make independent judgments about what distinguishes trivial from clinically important treatment effects in a local context. An illustrative patient scenario integrating patient values with published MCIDs to make patient-relevant judgments in a critical appraisal is given below in the section titled “Step 4. Incorporating Evidence Into Clinical Practice.”

Published MCID values for selected outcome scales commonly used in orthopaedic and sports physical therapy are displayed in **Table 1**.

Although the definition of the MCID above suggests application to an individual patient, MCID values are commonly employed to make judgments about the clinical meaningfulness of averaged group treatment effects, both for within-group effects and for between-group effects. Indeed, Jaeschke et al explicitly anticipated use of the MCID to make judgments both for individual and group differences. If the observed raw effect size is equal to or greater than the MCID, the treatment effect is considered clinically meaningful. Otherwise, the treatment effect is deemed trivial regardless of whether statistical significance is achieved. For example, Hyland et al found in a RCT that the posttreatment pain VAS outcome in a calcaneal taping group (2.7 ± 1.8) was significantly better than that of the control group (6.2 ± 1.0). Inasmuch as the point estimate for the treatment effect was a posttreatment between-group difference of 3.5 cm favoring calcaneal taping, we can compare this value to the MCID for the pain VAS. If we accept a suggestion of 3.0 cm as a reasonable value for the MCID for the pain VAS, we consider the treatment effect in the study sample to be a clinically meaningful benefit because the point estimate of the effect (3.5 cm) is greater than the MCID (3.0 cm).

If a reader is not sufficiently familiar with an outcome scale to make an intuitive judgment about clinical meaningfulness of a treatment effect size, and if no published MCID can be found for that outcome scale, it is often helpful to convert the effect size to a percent difference. Following the example from Hyland et al above, the percent difference between groups in posttreatment pain VAS (10-cm scale) means was calculated as follows: (6.2 - 2.7) / 6.2 = 57%. Therefore, the mean pain VAS score for the treatment group was 57% lower (better) than that of the control group. Most clinicians would judge a 57% average reduction in pain to be clinically meaningful, even without being familiar with a particular pain outcome scale.

**Interpretations of Apparently Positive Trials: MCID, Effect Size, and CI Limits**

A clinical trial is termed “positive” when the null hypothesis is rejected by formal hypothesis testing. In a positive trial, authors conclude that results are statistically significant and that the experimental treatment is more effective than the comparison. Guyatt et al use the phrase “apparently positive trial” to communicate the idea that critical appraisal requires an evidence-based practitioner to look beyond statistical significance. Additional judgments must be made about clinical meaningfulness of the treatment effect.
and the level of precision in the point estimate of the effect size. These judgments are accomplished by comparing the raw effect size, with its accompanying CI, to the MCID. Even when we conclude that results are clinically meaningful because the point estimate for the raw effect size is greater than the MCID, we must recognize that the true size of the treatment effect may be more or less than the point estimate from sample data. The upper and lower limits of the 95% CI around that point estimate for the effect size give us an indication of just how small or how large the true treatment effect might be in the population of interest. Therefore, we consider the 95% CI to determine whether the MCID is within that interval. If the MCID is within the 95% CI, then we cannot rule out at a 95% level of confidence that the true population treatment effect might be trivial (less than MCID). On the other hand, if the raw effect size is greater than the MCID and the MCID is excluded from the 95% CI, then we are 95% confident that there is a clinically meaningful benefit of treatment in the population—even if the true magnitude of that benefit is at the limit of the CI suggesting the smallest benefit of treatment. Guyatt et al characterize a positive trial in which the 95% CI excludes the MCID as “a definitive trial.”

Following the example above from Hyland et al, we can consider the raw point estimate of the treatment effect (3.5 cm...
on the pain VAS) in the context of its 95% CI and the MCID (3.0 cm). This study had a small sample of subjects in the 2 groups considered here: 10 patients in the control group and 11 patients in the calcaneal taping group. Entering those sample sizes and the posttreatment pain VAS means and SDs for the 2 groups into the PEDro Confidence Interval Calculator spreadsheet (FIGURE 1), we find that the 95% CI is 2.2 to 4.9. We conclude from this CI that the true treatment effect size in the target population is no less than 2.2 cm on the pain VAS, and no greater than 4.9 cm. Inasmuch as the MCID (3.0 cm) is not excluded by the 95% CI, we cannot rule out a trivial treatment effect in the target population. This is because the study results are compatible with true treatment effects as small as 2.3, 2.5, or 2.7 (etc), which are all smaller than the MCID and are therefore not clinically meaningful. This analysis does not change the fact that a statistically significant treatment effect was found favoring the experimental treatment, nor does it change the fact that the best estimate of the population treatment effect (3.5 cm) is clinically meaningful. Rather, this illustration demonstrates the imprecision inherent in studies with small sample sizes and suggests that additional evidence with larger samples and correspondingly greater precision (less variability) is required before we consider this finding definitive.

Adequate precision to rule out a trivial treatment effect in a positive trial is illustrated in a study of radial shock wave therapy for calcific tendinitis of the shoulder. Posttreatment pain VAS scores (mean ± SD) were significantly better (P = .004) in the treatment group (0.90 ± 0.99) than in the control group (5.85 ± 2.23). The between-group difference was 4.96 cm (95% CI: 4.23 to 5.67). If we accept the MCID value of 3.0 cm for the pain VAS, we consider this study to be convincing evidence for a clinically meaningful benefit of treatment, inasmuch as the study results suggest an average treatment effect no less than 4.23 cm in the target population. In other words, the trial is definitive for this outcome, because the 95% CI around the point estimate for the treatment effect excludes the MCID.

Interpretations of Apparently Negative Trials: MCID, Effect Size, and CI Limits

A clinical trial is termed “negative” when we fail to reject the null hypothesis. In a negative trial, authors conclude that results are not statistically significant and that the experimental treatment is no more effective than the comparison. Guyatt et al characterize the phrase “apparently negative trial” to communicate the idea that critical appraisal requires an evidence-based practitioner to be wary of results from negative trials unless adequate statistical power can be demonstrated. The danger is that an underpowered trial might fail to find statistical significance in sample data even when there is a meaningful benefit of treatment in the target population (a type II error). Authors will frequently attempt to address this issue by revealing details of the statistical power analysis used to estimate the required sample size before the study was conducted. This approach is unsatisfying in part because a priori power computations require estimations of variance that may or may not reflect the observed variance in sample data. Guyatt et al suggest a different method for determining whether a negative trial has sufficient statistical power. Here again we consider the 95% CI around the point estimate of the raw effect size, to determine whether the MCID is within that interval. If the MCID is within the 95% CI, then we cannot rule out at a 95% level of confidence that the true population treatment effect might be clinically meaningful (greater than MCID), even though the authors failed to reject the null hypothesis. This circumstance would reveal inadequate statistical power in the study, suggesting that we should not accept any conclusion that the treatment is ineffective. On the other hand, if the MCID is excluded from the 95% CI, then we are 95% confident that there is no clinically meaningful benefit of treatment in the population, even if the true magnitude of the treatment effect is at the limit of the CI suggesting the largest between-group difference. Guyatt et al characterize a negative trial in which the 95% CI excludes the MCID as “definitely negative.” A reader critically appraising a negative trial in which the 95% CI around the treatment effect excludes the MCID can be confident that the failure to find a statistically significant difference is not attributable to a type II error. In other words, if precision in the study is sufficient for the 95% CI to exclude the MCID, the study has adequate statistical power to detect a clinically meaningful difference if one exists in the target population.

Authors in a recent RCT found no statistically significant difference (P = .33) for knee flexion range of motion outcomes among 3 groups: a control group receiving no time on a continuous passive motion (CPM) machine, a treatment group receiving CPM treatments of 35 minutes duration once daily, and another treatment group receiving CPM treatments of 2 hours duration once daily. The authors considered 10° to be the MCID for this outcome. FIGURE 2 provides a graphical display of 95% CIs for each of the 3 between-group comparisons at the time of discharge from hospital. The 2 dotted vertical lines represent MCIDs of 10° favoring either of the 2 groups for each plotted comparison. The solid vertical line represents the null value (0°) for the between-group differences. The 95% CIs around each of the between-group effect sizes are represented by horizontal lines with vertical anchors at each end, reflecting upper and lower limits of the CIs. Each 95% CI includes the null value, suggesting no statistically significant differences—a finding consistent with results from the traditional hypothesis test (P = .33). However, only 1 of the 3 95% CIs excludes the MCID. Therefore, statistical power in this study was adequate to rule out a clinically meaningful treatment effect in the target population for 1 between-group comparison (CTL-EXPI); but the study power was insufficient to
Adequate precision and statistical power are illustrated in a negative trial comparing arthroscopy to placebo arthroscopy in patients with knee osteoarthritis. Authors determined the MCID for the pain subscale of the Arthritis Impact Measurement Scales (AIMS) to be 10 points. At the 6-week follow-up measurement, the average pain score for the arthroscopy with debridement group (49.9 ± 23.3) was not significantly different \((P = .85)\) from the placebo group (50.8 ± 23.2). The difference between means was 0.9 (95% CI: −7.7 to 9.4). Therefore, the largest treatment effect favoring arthroscopy in the target population consistent with results from this study would be 9.4 points on the AIMS pain subscale: a trivial difference. Given that the MCID was excluded from the 95% CI, we conclude that the study had adequate precision and sufficient statistical power to have found a clinically meaningful difference, if one existed, in the target population. This interpretation is the same as that expressed by the authors: “If the 95 percent confidence interval around the estimated size of the effect does not include the minimal important difference, one can reject the hypothesis that the arthroscopic procedures have a small but clinically important benefit.”

Results for Dichotomous Outcomes: Risk Reduction and Number Needed to Treat

Although authors of clinical trials in physical therapy most often select continuous outcome variables, there are many important naturally dichotomous outcomes that should be included in studies of orthopaedic and sports physical therapy. Dichotomous outcomes are those that patients either experience or do not experience. Examples are recurrent dislocations, failure to achieve complete recovery, failure to return to competition, recurrence of low back pain, receiving injections, and subsequent surgery. Because the statistical methods for analyzing dichotomous outcomes quantify reduction in risk, dichotomous outcomes are usually operationalized as negative outcomes (numbers of patients who did have a recurrent dislocation, patients who were not able to return to sport, etc.). Important continuous scale outcomes can be dichotomized using the MCID to report numbers of patients who achieve or fail to achieve clinically meaningful improvements in motion, strength, pain reduction, etc. For ex-
Examples of Number Needed to Treat (NNT) Values for Various Physical Therapy-Related Interventions*

<table>
<thead>
<tr>
<th>Clinical Question</th>
<th>NNT</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>How effective is early cardiac rehabilitation on health-related quality-of-life score in patients experiencing a cardiovascular incident? (Comparison treatment: usual care)†6</td>
<td>6</td>
<td>3 to 21</td>
</tr>
<tr>
<td>How effective is vitamin D supplementation in preventing falls in ambulatory or institutionalized older adults? (Comparison treatment: calcium or placebo)†2</td>
<td>15</td>
<td>8 to 53</td>
</tr>
<tr>
<td>How effective is a multidisciplinary intensive diabetes education program on improving glycemic control or decreasing diabetes-related distress in patients with diabetes? (Comparison group: standard care)†4</td>
<td>1.8</td>
<td>1.5 to 2.4</td>
</tr>
<tr>
<td>How effective is adding 3 stretching sessions to a typical weekly infantry training program on reducing incidence of overuse injury in military basic trainees? (Comparison treatment: typical infantry training)†3</td>
<td>8</td>
<td>4.6 to 33.9</td>
</tr>
<tr>
<td>How effective is range-of-motion exercise and joint mobilization on improving wrist extension following Colles fracture? (Comparison treatment: home exercise program)†35</td>
<td>2.3</td>
<td>2 to 17</td>
</tr>
<tr>
<td>How effective is combined cervico-thoracic manipulation and exercise therapy in reducing headache frequency in patients with persistent headache? (Comparison treatment: self-care instruction)†9</td>
<td>1.9</td>
<td>1 to 3</td>
</tr>
<tr>
<td>How effective is a stabilization program in decreasing pain and disability in patients with low back pain who are categorized as being hypermobile in the lumbar spine? (Comparison treatment: lumbopelvic manipulation)†3</td>
<td>1.6</td>
<td>1.2 to 10.2</td>
</tr>
<tr>
<td>How effective is combined manual physical therapy, exercise, and unloaded treadmill walking on perceived recovery for patients with lumbar spinal stenosis? (Comparison treatment: flexion exercises and treadmill walking program)†4</td>
<td>2.6</td>
<td>1.8 to 78</td>
</tr>
<tr>
<td>How effective is combined manual physical therapy and exercise for avoiding total knee arthroplasty surgery up to 1 year posttreatment? (Comparison treatment: placebo ultrasound)†1</td>
<td>7</td>
<td>4 to 105</td>
</tr>
</tbody>
</table>

* Results are presented without regard for levels of evidence or the extent to which validity threats were protected in the referenced studies. These factors varied widely among studies cited.

For example, Clegg et al†6 dichotomized their primary outcome: the WOMAC pain subscale with raw scores ranging from 0 to 500. Authors dichotomized this scale by reporting percents of patients in each study group who achieved at least 20% improvement after treatment. This cut score is the MCID recommended by developers of the WOMAC.†7 Results for dichotomous outcomes can be reported as odds ratios†3 but are frequently reported as absolute risk reduction (ARR), relative risk reduction (RRR), and number needed to treat (NNT).†5

Deyle et al†25 reported the number of patients who had knee replacement surgery by the time of a 1-year follow up in each of 2 groups with knee osteoarthritis. In the placebo group, 8 of 41 patients (20%) had surgery compared to only 2 of 42 patients (5%) receiving manual therapy and exercise. The ARR is the difference between these 2 proportions: 20% – 5% = 15% (95% CI: 1% to 28%). The RRR is the reduction in risk relative to that in the comparison group: (20% – 5%) ÷ 20% = 75% (95% CI: 5% to 100%). The NNT is computed by taking the reciprocal of the ARR: 1.0 ÷ 0.15 = 7 (95% CI: 4 to 105). Reporting results in this way reveals that, although the risk of needing surgery within 1 year was 20% in the placebo group, risk was reduced by 15% in absolute terms and by 75% in relative terms by providing manual therapy and exercise. The wide 95% CIs around the point estimates reveal considerable imprecision in the results. The principles discussed above for appraising “apparently” positive and negative trials apply equally to assessing dichotomous outcomes. However, rather than comparing the MDIC to point estimates and associated CIs for mean effect sizes, a clinical judgment is required (depending on multiple considerations of context) to determine the minimal clinically important amount of risk reduction for comparison with the point estimates and associated CIs for ARR, RRR, and NNT. For example, if a clinician considers a 5% RRR for needing total knee arthroplasty to be clinically meaningful, the evidence from Deyle et al†25 would be considered “definitive.” On the other hand, if a clinician judges a 30% RRR to be minimally clinically meaningful, the point estimate from Deyle et al†25 (75% RRR) would be considered promising; but the wide CI around that treatment effect would lead the clinician to seek additional evidence, perhaps from a larger trial with greater precision.

The NNT is defined as the number of patients who would need to be treated on average to prevent 1 bad outcome or achieve 1 desirable outcome in a given period of time.†4 Therefore, when a low NNT is associated with a treatment, this indicates that relatively few patients need to receive this treatment in order to avoid 1 bad outcome. Therefore, NNT values are used as a measure of treatment effectiveness and are helpful in cost-benefit calculations. However, it should be noted that NNT values alone are not sufficient to determine if an intervention approach should be implemented. Patient values and preferences, the severity of the out-
come that would be avoided, and the cost and side effects of the intervention are important determinants that should be considered when making treatment decisions. Thus, the threshold NNT will almost certainly be different for different patients and there is no simple answer to the question of when an NNT is sufficiently low to justify a treatment. TABLE 2 lists several physical therapy-related interventions with associated outcomes, NNTs, and 95% CI values.

**Synthesized Results From Multiple Clinical Trials: Systematic Reviews**

In spite of language used above to characterize results from a qualifying clinical trial as “definitive,” a single trial will rarely provide final or completely conclusive evidence for treatment effectiveness. This is why multiple RCTs with consistent results provide stronger evidence than a single RCT. Consequently, a single systematic review with homogeneity of results from multiple RCTs provides a higher level of evidence (level 1a) than a single RCT with good protections against validity threats (level 1b).2

Systematic reviews are at the top of the evidence hierarchy because they typically use meta-analysis methods, when appropriate, to synthesize evidence from multiple single clinical trials.3 In this way, results from the overall body of best evidence, filtered and selected by explicit methodological quality criteria, are synthesized to provide an overall estimate of treatment effectiveness. Meta-analysis methods allow pooling of sample sizes from among included studies, resulting in substantial advantages: (1) increased statistical ability to detect significant treatment effects, and (2) enhanced precision in estimates of effect sizes, reflected in narrower CIs around point estimates.

Results of meta-analyses are typically presented in forest plots. A forest plot representing the simplest case from a meta-analysis based on only 2 original studies is shown in FIGURE 3. Note that results from individual trials are represented by point estimates (squares in this example), with horizontal lines representing the CIs. Effect sizes for continuous scale outcomes in a meta-analysis are transformed to a normalized scale, such as a weighted mean difference (WMD) or a standardized mean difference. For dichotomous outcomes, effect sizes in a meta-analysis are typically reported as relative risk or odds ratios. The null value for the treatment effect is represented as a central vertical line in a forest plot. Point estimates for effect sizes plotted on one side of the vertical reference line favor the experimental treatment; points plotted on the other side of the line favor the comparison. If the CI around the point estimate crosses the vertical line, results are not statistically significant because those results are consistent with a zero treatment effect in the target population. FIGURE 3 illustrates results from a systematic review for an outcome of pain intensity at 12 weeks, comparing results obtained in patients treated with bed rest compared to patients who stayed active. Two RCTs were included in the meta-analysis: one with a statistically significant effect favoring the recommendation to stay active and one with no statistically significant difference between groups. Without meta-analysis the overall accumulation of evidence might appear to be equivocal, with one study suggesting benefit and another suggesting no benefit. The synthesized result pooling data in a meta-analysis from both studies is represented by the diamond shape labeled “subtotal” in FIGURE 3. This meta-analysis result from

<table>
<thead>
<tr>
<th>Study</th>
<th>Bed Rest</th>
<th>Staying Active</th>
<th>Standardized Mean Difference (Fixed)</th>
<th>Standardized Mean Difference (Fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N Mean (SD)</td>
<td>N Mean (SD)</td>
<td>95% CI</td>
<td>Weight (%)</td>
</tr>
<tr>
<td>01 Moderate to low risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malmivaara 1995</td>
<td>59 2.10 (2.23)</td>
<td>62 1.30 (1.82)</td>
<td></td>
<td>30.5</td>
</tr>
<tr>
<td>Rozenberg 2002</td>
<td>135 9.82 (1742)</td>
<td>137 6.49 (1697)</td>
<td></td>
<td>69.5</td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>194</td>
<td>199</td>
<td></td>
<td>100.0</td>
</tr>
<tr>
<td>Test for heterogeneity: chi-square = 0.81, df = 1, P = 0.37, I² = 0.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect: z = 2.50, P = 0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02 High risk of bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subtotal (95% CI)</td>
<td>0</td>
<td>0</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Test for heterogeneity: not applicable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test for overall effect: not applicable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aggregated evidence reveals a statistically significant benefit in favor of the recommendation to stay active: quite a different conclusion from the equivocal judgment suggested by a simple count of positive trials versus negative trials.

Synthesized Results From Multiple Clinical Trials: Clinical Practice Guidelines
Clinical practice guidelines integrate synthesized evidence with broader cultural, societal, and patient-interest considerations. Results in practice guidelines come in the form of recommendations supported by specified levels of evidence. Readers performing a critical appraisal of a practice guideline should determine the method used by panel members to grade treatment recommendations, and then consider the relative strength of each recommendation. A common scheme for grading recommendations in clinical practice guidelines is reproduced in TABLE 3.

### TABLE 3

<table>
<thead>
<tr>
<th>Grade of Recommendation</th>
<th>Clarity of Risk/Benefit</th>
<th>Methodological Strength of Support Evidence</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>Clear</td>
<td>RCTs without important limitations</td>
<td>Strong recommendation; can apply to most patients in most circumstances without reservation</td>
</tr>
<tr>
<td>1B</td>
<td>Clear</td>
<td>RCTs with important limitations (inconsistent results, methodological flaws)†</td>
<td>Strong recommendation, likely to apply to most patients</td>
</tr>
<tr>
<td>1C+</td>
<td>Clear</td>
<td>No RCTs directly addressing the question, but results from closely related RCTs can be unequivocally extrapolated, or evidence from observational studies may be overwhelming</td>
<td>Strong recommendation; can apply to most patients in most circumstances</td>
</tr>
<tr>
<td>1C</td>
<td>Clear</td>
<td>Observational studies</td>
<td>Intermediate-strength recommendation; may change when stronger evidence is available</td>
</tr>
<tr>
<td>2A</td>
<td>Unclear</td>
<td>RCTs without important limitations</td>
<td>Intermediate-strength recommendation; best action may differ depending on circumstances or patients’ or societal values</td>
</tr>
<tr>
<td>2B</td>
<td>Unclear</td>
<td>RCTs with important limitations (inconsistent results, methodological flaws)</td>
<td>Weak recommendation; alternative approaches likely to be better for some patients under some circumstances</td>
</tr>
<tr>
<td>2C</td>
<td>Unclear</td>
<td>Observational studies</td>
<td>Very weak recommendations; other alternatives may be equally reasonable</td>
</tr>
</tbody>
</table>

Abbreviation: RCT, randomized controlled trial.

* Since grade B and C studies are flawed, it is likely that most recommendations in these classes will be level 2. The following considerations will bear on whether the recommendation is grade 1 or 2: the magnitude and precision of the treatment effect, patients’ risk of the target event being prevented, the nature of the benefit and the magnitude of the risk associated with treatment, variability in patient preferences, variability in regional resource availability and health care delivery practices, and cost considerations. Inevitably, weighing these considerations involves subjective judgment.

† These situations include RCTs with both lack of blinding and subjective outcomes where the risk of bias in measurement of outcomes is high, RCTs with large loss to follow-up.


STEP 3C. CRITICALLY APPRAISING THE LITERATURE: HOW CAN I APPLY THE RESULTS TO PATIENT CARE?

The final question in a critical appraisal of evidence involves a series of deliberate judgments about the relevance and applicability of the evidence to a specific patient in the context of a specific clinical setting. An evidence-based practitioner will need to decide whether the patient under consideration is sufficiently similar to the patients in the study or group of studies for the results to be relevant. For example, the clinician should determine whether the patients enrolled in the study were similar to his/her own patient, including the inclusion and exclusion criteria, age, gender, race, sociodemographics, stage of illness, comorbidity and disability status, and prognosis. Next, the practitioner must integrate patient values, preferences, and expectations in shared decision making when selecting a particular treatment. Also, the evidence will be relevant to a given patient only if outcomes measured in the clinical trial are consistent with the individual patient’s goals. Consideration must be given to whether the treatment as structured in the research study is acceptable to the patient. Many issues must be considered, such as anticipated frequency and duration of patient visits, cost of the treatment, possible discomfort or other adverse effects of the intervention of interest and of competing interventions (such as injections, surgery, or other noninvasive interventions), and how consistent the treatment is with patient expectations. This final question also prompts the practitioner to integrate personal clinical expertise. Some treatments require specialty skills or specific equipment that may not be currently available and may
not be obtainable in a reasonable amount of time to help a particular patient.

Critical appraisal is an essential skill for an evidence-based practitioner. Although applying the principles outlined above for critical appraisal may be difficult to master initially, the process becomes much easier with practice. Critical appraisal using these principles is the best method to facilitate independent professional judgments about the validity, strength, and relevance of evidence for therapy. A checklist to organize key judgments during a critical appraisal for a RCT is included in Appendix A.

**STEP 4. INCORPORATING EVIDENCE INTO CLINICAL PRACTICE**

Once it has been determined through critical appraisal that a particular study or group of studies provides valid, applicable evidence that a treatment yields clinically meaningful benefits, the clinician should integrate the evidence into clinical practice. If a given patient is reasonably similar to those in the study, a clinician should be able to integrate valid evidence with considerable confidence. However, any given patient will have a unique set of prognostic attributes. Clinicians must recognize that treatments typically are not uniformly effective inasmuch as reported results will have a unique set of prognostic confidence. However, any given patient the study, a clinician should be able to integrate benefits, the clinician should integrate the treatment yields clinically meaningful outcomes when compared to the outcomes of patients treated by novice clinicians. In fact, it has been demonstrated that expert clinicians are often resistant to changing their practice behaviors even when their treatment approaches have been disproven. Hence, while clinical expertise is important, it is insufficient to assure optimal outcomes. Reliance on clinical experience without including knowledge and application of evidence to clinical care is inconsistent with the principles of EBP. Therefore, seeking and incorporating the best available evidence should be an integral part of the clinical decision-making process.

Instituting behavior change among practicing clinicians is one of the foremost barriers to successful integration of EBP. While some clinicians are quick to adopt change, many others are unfortunately resistant to change and rely predominantly on their clinical experience rather than incorporating evidence into their practice. Although the volume and quality of emerging evidence in many areas of physical therapist practice is mounting rapidly, we acknowledge that there are still many areas where evidence is sparse and inconclusive. In these instances, rather than waiting for the “perfect evidence,” clinicians should react on the research evidence that is currently available and follow up by using patient-centered outcomes tools to determine those interventions which are effective for a particular patient and those which are not. Critical appraisals for lower-level evidence, such as cohort studies, case series, and case reports, can be performed using the same principles outlined above and in part I of this series. However, it becomes immediately apparent when appraising lower-level evidence that unprotected validity threats in these types of studies permit substantial bias and severely limit confidence in reported results. The hierarchy of evidence does not exclude expert opinion (level 5 evidence); but opinion should be considered best evidence only with specific knowledge that higher-level evidence does not yet exist. Finally, it should be recognized that the results from higher levels of evidence, such as systematic reviews, might conclude that there is currently insufficient evidence to support one intervention option over another. In these instances, treatment decisions based on clinician expertise and experience (although these are lower forms of evidence in most evidence hierarchies) may in fact be the most appropriate form of guidance to inform clinical decision making.

To illustrate how knowledge of current best evidence, combined with critical appraisal skills, can guide clinical decision making, consider the case of a 74-year-old female with a history of spinal stenosis and cardiovascular disease who indicated that she developed her most recent bout of low back pain after injuring her back while playing with her great granddaughter 3 weeks previously. Her Modified Low Back Pain Disability Index was 20% and she indicated that her goals were to complete household activities without making her back pain worse and to be able to play with her great granddaughter in 2 weeks. The most impressive findings from the physical exam include generalized stiffness and loss of motion in both hips and lumbar spine in flexion. In consultation with the patient, you indicate that her goals seem realistic and that you wish to reassess her Modified Low Back Pain Disability score in 2 weeks and expect her to demonstrate at least a 6-point change. Your intervention strategy includes patient education, joint mobilization to the hips and lumbar spine, and implementation of a body weight-supported walking program.

This patient case illustrates several important issues. Although this patient has 2
potentially negative prognostic factors—a history of recurrent back pain and cardiovascular disease—her modified low back pain disability score of 20 indicates a mild level of disability. Because the MCID for the Modified Low Back Pain Disability Questionnaire is 6 points, this is chosen as the quantitative goal that seems to best match those described by the patient. The intervention strategy is based on a recently published clinical trial by Whitman and colleagues that used a program of patient education, body-weight supported treadmill training, and joint mobilization to the spine and hip joints. The typical subjects in the clinical trial were women with an average age of 69 years and a baseline Modified Oswestry score of 36, which seem to closely match the characteristics of this patient. In addition, the average modified low back pain disability score reduction at 6 weeks of the intervention program was approximately 10 points. Therefore, the goal of a 6-point change in 2 weeks seems realistic. As discussed in a previous section, however, MCIDs that are established based on group data can be misleading if applied to individual patients. Therefore, a more conservative approach of establishing goals that exceed the MCID threshold might be a better guideline to ensure that self-report measures represent true clinically important change.

STEP 5. EVALUATING PERFORMANCE ON STEPS 1 THROUGH 4

Although most of this commentary addresses critical appraisal of evidence, this fifth and final step in the process of achieving successful implementation of EBP is arguably the most important. Self-assessment of practice begins as a student in the form of self-observation and judgmental processing and should continue through one’s professional career. The skills of self-awareness assist clinicians in identifying personal strengths as well as limitations. It is with reflective practice that physical therapists will refine their efficiency with integrating the best available evidence into clinical practice.

Recognition of personal and professional limitations can be difficult and may result in avoidance of the issues, regardless of the internal drive and motivation of the therapist. Developing competence in the EBP process will require clinicians to acknowledge times of uncertainty and the need for gathering information. Competence includes self-awareness on behalf of the therapist and the ability to recognize personal limitations, which can be very difficult. Straus et al have developed a series of questions (Appendix B) to facilitate introspective self-evaluation for the evidence-based practitioner. Therapists should reflect subjectively on their ability to proceed through the first 4 steps, but should also assess patient outcomes objectively and formally in the context of best available evidence. Physical therapists should use reliable and valid outcome measures for every patient they see in clinical practice to ascertain if true and clinically meaningful changes in patient status occurred (ie, did patient improvements exceed the outcome scale’s MDC and MCID scores). The data obtained through the use of valid and reliable outcomes tools, along with the self-evaluation of effectiveness and efficiency with the 4 steps, will enhance clinical practice. Clinicians may find it helpful to read one of the several case studies or case series where clinicians provide detailed description of applying current best evidence in managing patients with a variety of conditions. For example, MacDonald and colleagues reported on the management of a series of patients with hip dysfunction who responded positively to novel manual therapy interventions. Similarly, Cleland et al and Waldrop have published case series that apply recently developed clinical prediction rules to patients.

As proposed by Flynn and colleagues, the use of minimal data collection forms that include key examination findings and appropriate patient-centered outcome measures will allow students as well as practicing clinicians to monitor their individual clinical performance. With this information, clinicians can compare average patient improvements in clinical settings to average patient improvements in the current best evidence (ie, peer-reviewed, published literature), while accounting for differences between clinical and research settings and contexts. It is ultimately through these quality measurement processes and accountability to EBP principles that therapists become clinicians of excellence.

SUMMARY

Determining the source, validity, strength, and relevance of evidence for treatment decisions requires successful integration of the EBP process. The goal of EBP is to improve efficiency and assist clinicians in selecting interventions that will maximize patient outcomes rather than erroneously selecting interventions with little or no demonstrated effectiveness.

The identification of appropriate foreground questions, performing literature searches, critically analyzing the best available evidence, applying the best evidence to clinical practice, and ultimately assuring the proficiency of the process will ultimately lead to optimal care for our patients. Developing proficiency in the 5-step process to EBP requires strong dedication and effort from students as well as practicing therapists, and at times can be quite challenging. However, as healthcare providers, therapists should approach the challenge of successful integration of EBP with enthusiasm, as the overall goal is to provide the best quality of care and maximize positive outcomes for their patients. They should embrace and not retreat from the challenge of integrating the best available evidence, clinical expertise, and patient values into clinical decisions for each patient.
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### CHECKLIST FOR CRITICAL APPRAISAL OF A RANDOMIZED CONTROLLED TRIAL

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes</th>
<th>No</th>
<th>Can’t Tell</th>
<th>Not Applicable</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Are the results valid?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was a randomization procedure explicitly reported?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was group assignment concealed from those enrolling patients?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were groups reasonably homogenous at baseline?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were the patients blinded to the treatment they received?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were treating clinicians blinded to group membership?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Were data collectors blinded to group membership?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was the follow-up period sufficiently long?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did any patients drop out or switch group assignment?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If there were dropouts or switchover patients, was an intention-to-treat analysis performed?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was the overall research experience equivalent for groups, other than the treatment(s) of interest?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>What are the results?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the treatment effects statistically significant (a positive trial)?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a positive trial, is the treatment effect size clinically meaningful (equal to or larger than the MCID*)?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a positive trial, does the 95% confidence interval around the point estimate of the treatment effect exclude the MCID?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a negative trial, does the 95% confidence interval around the point estimate of the treatment effect exclude the MCID?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>How can I apply the results to patient care?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is my patient sufficiently similar to patients in the treatment group?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the outcomes measured in the study relevant to my patient’s goals?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the treatment compatible with my patient’s values, preferences, and expectations?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Are the anticipated benefits worth the costs and potential for any adverse effects?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do I have the clinical skills and any required equipment to provide the treatment?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Abbreviation: MCID, minimal clinically important difference.
APPENDIX B

SELF-EVALUATION QUESTIONS FOR EVIDENCE-BASED PRACTITIONERS*

Self-evaluation in asking answerable questions
1. Am I asking any clinical questions at all?
2. Am I asking well-formulated questions:
   • Two-part questions about “background” knowledge?
   • Four- or three-part questions about “foreground” diagnosis, management, etc?
3. Am I using a “map” to locate my knowledge gaps and articulate questions?
4. Can I get myself “unstuck” when asking questions?
5. Do I have a working method to save my questions for later answering?

A self-evaluation in finding the best external evidence
1. Am I searching at all?
2. Do I know the best sources of current evidence for my clinical discipline?
3. Have I achieved immediate access to searching hardware, software, and the best evidence for my clinical discipline?
4. Am I finding useful external evidence from a widening array of sources?
5. Am I becoming more efficient in my searching?
6. Am I using truncations, Booleans, MeSH headings, thesaurus, limiters, and intelligent free text when searching MEDLINE?
7. How do my searches compare with those of research librarians or other respected colleagues who have a passion for providing best current patient care?

A self-evaluation in critically appraising the evidence for its validity and potential usefulness
1. Am I critically appraising external evidence at all?
2. Are the critical appraisal guides becoming easier for me to apply?
3. Am I becoming more accurate and efficient in applying some of the critical appraisal measures (such as likelihood ratios, NNTs, and the like)?
4. Am I creating any appraisal summaries?

A self-evaluation in integrating the critical appraisal with clinical expertise and applying the result in clinical practice
1. Am I integrating my critical appraisals into my practice at all?
2. Am I becoming more accurate and efficient in adjusting some of the critical appraisal measures to fit my individual patients (pretest probabilities, NNTs, etc.)?
3. Can I explain (and resolve) disagreements about management decisions in terms of this integration?

A self-evaluation of changing practice behavior
1. When new evidence suggests a change in practice, am I identifying barriers to this change?
2. Have I carried out any check, such as audits of my diagnostic, therapeutic, or other EBM performance?